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Abstract: A 1D chain of coupled oscillators is considered, including the Duffing-type nonlinearity, viscous
damping, and kinematic harmonic excitation. The equations of motion are presented in a non-dimensional form.
The approximate equations for the vibrational amplitudes and phases are derived by means of the classical averaging
method. A simple analysis of the resulting equations allows one to determine the conditions for the two basic
synchronous steady-states of the system: the in-phase and anti-phase motions. The relations between the required
excitation frequency and the natural frequencies of the abbreviated (linear) system are discussed. The validity of
these predictions is examined by a series of numerical experiments. The effect of the model parameters on the rate
of synchronization is analyzed. For the purpose of systematic numerical studies, the cross-correlation of time-series
is used as a measure of the phase adjustment between particular oscillators. Finally, some essential issues that arise
in case of the mechanical system with dry friction are indicated.
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1 Introduction

In recent decades, systems of coupled oscillators
have drawn the attention of many researchers. Math-
ematical models of such systems find applications in
various areas of science and engineering, for exam-
ple in physics, chemistry, and biology as well as in
economy and life sciences. Usually the investigations
are focused on oscillators organized in well-ordered
structures: 1D chains or more complex, planar or
spatial arrays. On the one hand, such multi-degree-
of-freedom systems are interesting and graceful ob-
jects for purely theoretical study. On the other, re-
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sults may potentially have practical implications.
Due to their complexity, i.e., a large number

of components and various types of nonlinear cou-
plings, the systems can exhibit a wide range of dy-
namical behaviors, e.g., regular and chaotic vibra-
tions, bifurcations, different kinds of resonances, and
synchronization (Minorsky, 1947; Nayfeh and Mook,
1995).

In particular, the problem of synchronization
has been extensively analyzed over past years. Clas-
sically, the phenomenon refers to the periodic self-
sustained systems (e.g., coupled oscillators of the
van der Pol type). Another well-known effect is
chaotic synchronization (Osipov et al., 2007; Bal-
anov et al., 2009). In the former case, the aver-
aging method is typically used to derive approxi-
mate equations that describe the oscillation ampli-
tudes and phases. This analytical technique takes its
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roots from the classical perturbation approach, and
actually is the simplest variant (the first approxima-
tion) of the Krylov-Bogolyubov-Mitropolsky (KBM)
method (Kryloff and Bogoliuboff, 1947; Minorsky,
1947; McLachlan, 1950; Sanders and Verhulst, 1985).

In contrast to such a meaning of synchroniza-
tion, we focus on synchronous motion of a mechanical
system of coupled oscillators with a periodic excita-
tion. However, similar to the mentioned procedure
for self-excited vibration, we employ the standard
method of averaging, which allows us to determine
the regions of in-phase and anti-phase steady-states.
Next, these predictions are verified by a series of
numerical experiments. Moreover, since such oscil-
latory chains are relatively rarely considered includ-
ing motion-dependent discontinuities, some brief re-
marks on the synchronous vibration of the system
with dry friction are presented.

Classical theoretical studies are concerned
mainly with synchronization due to appropriate ex-
ternal periodic forcing. This concept has a rather
limited range of applicability. Nowadays, researchers
focus on automatic control of synchronization phe-
nomena, and this is a more flexible and efficient
approach. There are various control methods that
usually are designed or adapted for specific types of
systems, e.g., coupled Poincaré, Rössler or Lorenz
oscillators (Belykh et al., 2005; Osipov et al., 2007).
In what follows, our investigations are restricted to
the classical approach.

2 Mathematical model

Consider a 1D chain of coupled oscillators illus-
trated in Fig. 1. The system consists of n rigid bodies
of mass mi interconnected by nonlinear springs with
stiffness constants ki and k′i, and viscous dampers
characterized by coefficients ci. The particles can
slide on the ground; basically, the contact will be
treated as frictionless. The farthest left body in the
scheme is an additional oscillator that undergoes an
imposed harmonic motion. It is attached to the sys-
tem, and thus it is a source of kinematic excitation.

Let xi denote the displacement of the ith com-
ponent from its equilibrium position. The exciter
is assumed to move with an amplitude A0 and an
angular frequency ωex:

x0(t) = A0 cos (ωext). (1)

The kinetic and potential energies of the system
are respectively given by

T =
1

2

n∑

i=1

miẋ
2
i , (2)

V =
1

2

n∑

i=1

ki(xi−xi−1)
2+

1

4

n∑

i=1

k′i(xi−xi−1)
4. (3)

Moreover, the Rayleigh dissipation function can be
expressed as

R =
1

2

n∑

i=1

ci(ẋi − ẋi−1)
2. (4)

By introducing the Lagrangian L = T − V , the
Lagrange equations for a dissipative material system
take the form of

d
dt

(
∂L

∂q̇i

)
− ∂L

∂qi
+
∂R

∂q̇i
= 0, i = 1, 2, · · · , n, (5)

where qi denotes the ith generalized coordinate, and
n is the number of degrees of freedom of the sys-
tem. Taking qi = xi, one can obtain the following
equations of motion for the considered chain:

miẍi+ ki(xi − xi−1)− ki+1(xi+1 − xi)

+ k′i(xi − xi−1)
3 − k′i+1(xi+1 − xi)

3

+ ci(ẋi − ẋi−1)− ci+1(ẋi+1 − ẋi) = 0,

mnẍn+ kn(xn − xn−1) + k′n(xn − xn−1)
3

+ cn(ẋn − ẋn−1) = 0,

(6)

where i = 1, 2, · · · , n− 1.
Let us define the reference frequency, dimension-

less time, and the static deflection of the first spring,
respectively (under the first mass only):

ω2
r =

k1
m1

, τ = ωrt, x1st =
m1g

k1
.

Now, the mathematical model can be transformed to
the non-dimensional form (i = 1, 2, · · · , n):

Ẍi+ω2
iXi = αi,i−1Xi−1 + αi,i+1Xi+1

− βi,i−1(Xi −Xi−1)
3 + βi,i+1(Xi+1 −Xi)

3

− γi,i−1(Ẋi − Ẋi−1) + γi,i+1(Ẋi+1 − Ẋi),

(7)

where Xi = xi/x1st and

X0 = a0 cos(Ωexτ), a0 =
A0

x1st
, Ωex =

ωex

ωr
,

ω2
i = αi,i−1 + αi,i+1,
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Fig. 1 The 1D chain-like mechanical system

αi,i−1 =
ki

miω2
r
, αi,i+1 =

ki+1

miω2
r
,

βi,i−1 =
k′ix

2
1st

miω2
r
, βi,i+1 =

k′i+1x
2
1st

miω2
r
,

γi,i−1 =
ci

miωr
, γi,i+1 =

ci+1

miωr
.

Specifically,

αn,n+1 = βn,n+1 = γn,n+1 = 0,

so that the related terms in Eq. (7) vanish for the
last oscillator (i = n). An overdot in Eq. (7) de-
notes differentiation with respect to τ . The sets of
coefficients αi,i−1, βi,i−1, γi,i−1 and αi,i+1, βi,i+1,
γi,i+1 correspond to the interactions of the ith par-
ticle with the left and right neighbors, respectively.
The basic frequency ωi is the natural frequency for a
single uncoupled oscillator.

We restrict our attention to dynamics of the
system with the following initial conditions:

Xi(0) = Xi0, Ẋi(0) = 0, i = 1, 2, · · · , n, (8)

where Xi0 is the imposed initial displacement.

3 Analytical studies

3.1 Averaging procedure

For convenience of analysis, let us introduce for-
mally the small parameter 0 < ε � 1 to the equa-
tions of motion:

Ẍi + ω2
iXi = αi(τ, Xj) + εfi(τ, Xj , Ẋj), (9)

where i = 1, 2, · · · , n and j = i − 1, i, i + 1. The
right-hand side functions αi relate to the linear part
of the stiffness coupling. Functions fi, in turn, in-
clude the viscous and cubic terms. In the case of
weak nonlinearity and weak damping, the parame-
ters βij and γij are small themselves. However, they
can be expressed by

βij = εβ̃ij , γij = εγ̃ij , (10)

and fi can be considered to involve the new param-
eters β̃ij , γ̃ij .

We apply the classical method of averaging
(Kryloff and Bogoliuboff, 1947; Minorsky, 1947;
McLachlan, 1950); thus, the trial solutions are as-
sumed in the form of

Xi(τ) = ai(τ) cosψi(τ), (11)

ψi(τ) = Ωexτ + φi(τ), (12)

where φi represents the phase angle. The amplitudes
ai and total phases ψi are regarded as slowly varying
with time. As in the linear case (ε = 0), the velocities
are taken as

Ẋi = −aiΩex sin(Ωexτ + φi), (13)

and hence the following conditions must be satisfied:

ȧi cos(Ωexτ + φi)− aiφ̇ sin(Ωexτ + φi) = 0. (14)

Differentiating Eq. (13) gives

Ẍi =− ȧiΩex sin(Ωexτ + φi)

− aiΩex(Ωex + φ̇) cos(Ωexτ + φi). (15)

Substituting Eqs. (11), (13), and (15) into the system
Eq. (9) for i = 1, 2, · · · , n, we obtain a set of n
equations. Together with conditions Eq. (14), they
form a system that can be solved for ȧi and φ̇i:

{
ȧi = gi(τ, aj , φj),

φ̇i = hi(τ, aj , φj),
j = i− 1, i, i+ 1. (16)

Treating aj and φj as constants over the period T =

2π/Ωex, the averaging procedure can be performed
for Eq. (16):
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ȧi = gi(aj , φj) =
1
T

τ+T∫
τ

gi(τ, aj , φj)dτ,

φ̇i = hi(aj , φj) =
1
T

τ+T∫
τ

hi(τ, aj , φj)dτ.

(17)
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For the chain system, the averaged equations de-
scribing the slow variations of amplitudes and phases
become

ȧi = −αi,i−1

2Ωex
ai−1Si +

αi,i+1

2Ωex
ai+1Si+1

− 3βi,i−1

8Ωex
ai−1Si

(
a2i−1 + a2i − 2ai−1aiCi

)

+
3βi,i+1

8Ωex
ai+1Si+1

(
a2i+1 + a2i − 2ai+1aiCi+1

)

− γi,i−1

2
(ai − ai−1Ci)− γi,i+1

2
(ai − ai+1Ci+1) ,

(18)

φ̇i = Δi − αi,i−1

2Ωexai
Ci − αi,i+1

2Ωexai
Ci+1

+
3βi,i−1

8Ωexai

(
2a2i−1ai + a3i − a3i−1Ci − 3ai−1a

2
iCi

+ a2i−1aiC2,i

)
+

3βi,i+1

8Ωexai

(
2a2i+1ai + a3i

− a3i+1Ci+1 − 3ai+1a
2
iCi+1 + a2i+1aiC2,i+1

)

− γi,i−1ai−1

2ai
Si +

γi,i+1ai+1

2ai
Si+1, (19)

where θi = φi − φi−1 denotes the phase differences
(φ0 = 0) and the auxiliary symbols are used:

Sj = sin θj , Cj = cos θj , C2,j = cos(2θj),

for j = i, i + 1. Δi denotes the frequency detuning
parameter:

Δi =
ω2
i −Ω2

ex

2Ωex
. (20)

Note that if the basic and forcing frequencies are
close (ωi ≈ Ωex), thenΔi ≈ ωi−Ωex. As can be seen,
the nonlinear autonomous system Eqs. (18) and (19)
have a quite complex form. However, it allows for
the analysis of conditions for synchronous states.

Numerical solutions of the equations of motion
and the averaged system for n = 3 coupled oscillators
are compared in Fig. 2. Results are obtained for
the following exemplary values of the dimensional
parameters:

m1 = m3 = 1kg, m2 = 4m1,

k1 = 20N/m, k2 = 2k1, k3 = 4k1

k′1 = k′3 = 10N/m3, k′2 = 2k′1,

ci = 0.2N·s/m, ωex = 2π rad/s,

and the initial relative amplitudes:

a0 = 1, ai0 = Xi0 = 0.5.

0 500 1000 1500 2000 2500 3000

0.5

0.0

0.5

1.0

τ

X
3

(a)

2400 2405 2410 2415 2420 2425 2430

0.3

0.2

0.1

0.0

0.1

0.2

0.3

τ

X
3

(b)

Fig. 2 Response of the third oscillator: overall view
(a) and detailed view (b) of numerical solution (grey)
and the amplitude evaluated using the averaged sys-
tem (black)

For such data the nonlinear and dissipative couplings
are not strong, for instance α12 = 2, β12 ≈ 0.241,
γ12 ≈ 0.045 or α21 = 0.5, β21 ≈ 0.06, γ21 ≈ 0.011.
Fig. 3 presents time history of the responses X1,
X2, and X3. Errors of the averaging-based solutions
are shown in Fig. 4, i.e., the difference between the
purely numerical solution of the equations of motion
(X̃i) and Xi approximated by Eq. (11):

ei = X̃i −Xi. (21)

Taking into account the vibration amplitudes of par-
ticular oscillators (Fig. 3), the errors do not exceed
3%.
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X
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Fig. 3 Time history of excitation X0 (grey) and re-
sponses of particular oscillators (black): X1 (solid),
X2 (dashed), and X3 (dotted)
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Fig. 4 Errors of the averaging-based solutions: e1
(solid), e2 (dashed), and e3 (dotted)

3.2 Synchronous motion of the system

We focus on phase synchronization of all oscilla-
tors and the exciter. Thus, the steady-state solutions
fulfilling

ȧi = 0, θ̇i = 0, i = 1, 2, · · · , n (22)

are sought. Satisfying the second set of equations
ensures a uniform phase shift between oscillators.
However, the condition can be replaced with

φ̇i = 0, i = 1, 2, · · · , n, (23)

if the frequency locking effect is expected (ψ̇i = Ωex).
Particularly, two basic synchronous states are taken
into account: in-phase and anti-phase oscillations,
which implies θi = 0 and θi = π (i = 1, 2, · · · , n),
respectively.

For simplicity, let us consider the system with
n = 3 members only. First, the subsystem Eq. (18)
is analyzed by putting ȧi = 0:

1. For θi = 0 we have
⎧
⎪⎪⎨

⎪⎪⎩

γ1,0(a0 − a1) + γ1,2(a2 − a1) = 0,

γ2,1(a1 − a2) + γ2,3(a3 − a2) = 0,

γ3,2(a2 − a3) = 0.

(24)

As can be seen, all the terms are of order ε. The
equations are satisfied exactly for ai = ai−1 (i =

1, 2, · · · , n), that finally leads to ai = a0. Thus,
theoretically completely synchronous motion can be
observed (identical phases and amplitudes).

2. For θi = π we arrive at
⎧
⎪⎪⎨

⎪⎪⎩

γ1,0(a0 + a1) + γ1,2(a2 + a1) = 0,

γ2,1(a1 + a2) + γ2,3(a3 + a2) = 0,

γ3,2(a2 + a3) = 0.

(25)

Solving the system gives ai = −ai−1 for i =

1, 2, · · · , n. If each ai is considered to be a real
coefficient (the amplitude value with a sign), the
result confirms the anti-phase oscillations and indi-
cates equal magnitudes of all the amplitudes.

More information can be found from an analysis
of the subsystem Eq. (19) when taking φ̇i = 0:

1. For θi = 0 and ai = a0 we have

⎧
⎪⎪⎨

⎪⎪⎩

α1,0 + α1,2 − ω2
1 +Ω2

ex = 0,

α2,1 + α2,3 − ω2
2 +Ω2

ex = 0,

α3,2 − ω2
3 +Ω2

ex = 0.

(26)

When taking into account the parameters defini-
tions, the system reduces to the condition Ω2

ex = 0.
As Ωex → 0, the chain of oscillators tends to the
synchronous state, which is the result that one might
intuitively expect for very slow excitation.

2. For θi = π and ai = a0 we arrive at

⎧
⎪⎪⎨

⎪⎪⎩

α1,0 + α1,2 + 6a20(β1,0 + β1,2) + ω2
1 −Ω2

ex = 0,

α2,1 + α2,3 + 6a20(β2,1 + β2,3) + ω2
2 −Ω2

ex = 0,

α3,2 + 6a20β3,2 + ω2
3 −Ω2

ex = 0,

(27)
or

⎧
⎪⎪⎨

⎪⎪⎩

2(α1,0 + α1,2) + 6a20(β1,0 + β1,2)−Ω2
ex = 0,

2(α2,1 + α2,3) + 6a20(β2,1 + β2,3)−Ω2
ex = 0,

2α3,2 + 6a20β3,2 −Ω2
ex = 0.

(28)
If the frequency Ωex plays the role of a control pa-
rameter, one can obtain

⎧
⎪⎪⎨

⎪⎪⎩

Ωex =
√
2
√
α1,0 + α1,2 + 3a20(β1,0 + β1,2),

Ωex =
√
2
√
α2,1 + α2,3 + 3a20(β2,1 + β2,3),

Ωex =
√
2
√
α3,2 + 3a20β3,2.

(29)
The basic way to satisfy all these conditions is to
ensure the sameness of all oscillators:

{
α1,0 + α1,2 = α2,1 + α2,3 = α3,2,

β1,0 + β1,2 = β2,1 + β2,3 = β3,2.
(30)

In the next section, the ability to generate the
two synchronous states of the system will be verified
in a number of numerical experiments.
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4 Numerical studies

4.1 Mechanical system without friction

For simplicity, the quality of the predictions
which is obtained by means of the averaging method
is examined for chains of identical oscillators. Let α,
β, and γ denote coefficients related to the uniform
properties: linear stiffness, nonlinear stiffness, and
viscous damping, i.e.,
⎧
⎪⎪⎨

⎪⎪⎩

α = α1,0 = α1,2 = α2,1 = α2,3 = · · · = 2αn,n−1,

β = β1,0 = β1,2 = β2,1 = β2,3 = · · · = 2βn,n−1,

γ = γ1,0 = γ1,2 = γ2,1 = γ2,3 = · · · = 2γn,n−1,

(31)
which leads to identical frequency detuning:

Δ = Δ1 = Δ2 = · · · = Δn. (32)

The following values of the dimensionless parameters
are treated as the basic data set:

α = 1, β = 0.1, γ = 0.02, (33)

a0 = 0.5, Xi0 = 0.25. (34)

According to the analytical results, the excitation
frequency should be set close to the values

Ω(1)
ex = 0 and Ω(2)

ex = 2
√
α+ 3a20β, (35)

which are related to the two vibration regimes: in-
phase and anti-phase motions, respectively.

To assess relevance of these specific frequency se-
lections, we consider a linear system (β = 0) of n = 3

oscillators. In such case, the amplitudes of the sys-
tem steady-state response can be easily determined
analytically. For the in-phase motion (θi = 0), for
example, one can see that

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

a1 =
2(Δ+γ)2Ω2

ex+(α+γΩex)
2

(Δ+γ)Ωex
A,

a2 = (α+ γΩex)A,

a3 = (α+γΩex)
2

(Δ+γ)Ωex
A,

(36)

where

A =
a0(α+ γΩex)

(4Δ2 + 8γΔ+ γ2)Ω2
ex − 3α2 − 6αγΩex

. (37)

Fig. 5a illustrates the dependence of the oscillators
amplitudes a1, a2, and a3 on the model parameters.
The vertical asymptotes correspond to the natural
frequencies of the system:

Ω1 ≈ 0.52, Ω2 ≈ 1.41, Ω3 ≈ 1.93. (38)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
4

2

0

2

4

ex

a i

Ω

(a)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
4

2

0

2

4

ex

a i

Ω

(b)

Fig. 5 Amplitudes of particular oscillators in the lin-
ear case with the assumption of in-phase (a) and anti-
phase (b) vibrations: a1 (solid), a2 (dashed), and a3

(dotted)

As can be seen, only the excitation with Ωex <

Ω1 may produce the in-phase vibrations with approx-
imately identical amplitudes. Similar ‘amplitude–
excitation frequency’ curves for the second syn-
chronous state are plotted in Fig. 5b. Note that
the anti-phase character of motion is taken into ac-
count by putting θi = π. Therefore, the possibility
of anti-phase motion is indicated by all coefficients
ai with the same sign, achievable in the region for
Ωex > Ω3.

Generally, for arbitraryn, the in-phase solutions
may be observed as Ωex < Ω1, i.e., below the first
natural frequency related to the in-phase vibrational
normal mode. The system may be forced to come
into anti-phase, in turn, if Ωex > Ωn, i.e., above the
last natural frequency that always corresponds to
the out-of-phase normal mode. These considerations
are appropriate for the linear case. However, the
conclusions based on the abbreviated (linear) system
are presumably applicable also to the full, weakly
nonlinear (quasi-linear) one.

The responses of the system for n = 3 within
the two discussed regimes are shown in Fig. 6.
For Ωex = 0.4, vibrations of all oscillators are
phase-synchronized with the excitation, while the
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Fig. 6 Vibrations of the system (n = 3) for Ωex = 0.4

(a) and Ωex = 2.074 (b): X0 (solid, grey), X1 (solid,
black), X2 (dashed), and X3 (dotted)

amplitude magnitudes differ from each other and
are much greater than a0. However, a series of
numerical simulations demonstrate that a decrease
(Ωex towards 0) gradually adjusts the amplitudes,
too (ai → a0).

In the less trivial case (Ωex = 2.074), the sys-
tem behavior can be classified as anti-phase motion,
although there is a small but noticeable phase shift
between every element and the excitation (Fig. 6b).
More precisely, some phase differences occur between
each pair of neighbors, and the shift cumulates along
the chain. Thus, the third and second oscillators, for
instance, are better synchronized than the third one
and the excitation. It seems to be quite obvious that
the effect may become stronger as n increases.

Analogous results for a longer chain (n = 10)
are presented in Fig. 7. It should be noted that
in this case, Ω1 ≈ 0.16 and Ω10 ≈ 1.99, and thus
the first natural frequency of the linear system is
much lower than that for n = 3. Since differences
between the amplitudes of adjacent oscillators are
relatively small, the in-phase state Xi is visualized
for i = 1, 5, 10. Again, all amplitudes tend to a0 for
decreasing Ωex.

When it comes to the anti-phase vibrations, the
time history of Xi for i = 8, 9, 10 is shown. The sys-
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Fig. 7 Vibrations of the system (n = 10): (a) Ωex =

0.1; X0 (solid, grey), X1 (solid, black), X5 (dashed),
and X10 (dotted); (b) Ωex = 2.074; X0 (solid, grey),
X8×102 (solid, black), X9×102 (dashed), and X10×
102 (dotted)

tem exhibits a cumulative phase shift between par-
ticular oscillators and the excitation, which becomes
the largest just for the last member. However, the
rate of mutual synchronization (between the neigh-
bors) remains very strong. Last but not least, one
can observe a significant decline in amplitudes. Note
that displacements X8, X9, and X10 are two orders
of magnitude smaller than X0.

It can be supposed that changes in values of
the model parameters affect the adjustment between
X0 and X1, X2, · · · , Xn. For the purpose of more
systematic numerical studies, the cross-correlation
between time series is applied:

ri,j(ΔτJ ) =
∑

I

Xi(τI)Xj(τI −ΔτJ ), (39)

where the uppercase indices I, J refer to time points.
If h denotes the step size, then

τI = Ih, ΔτJ = Jh, I ≥ J. (40)

The cross-correlation is computed over at least one
period of steady-state responseXi, after omitting the
range of transient motion. Hence, the summation in
Eq. (39) is conducted for large I while J � I (0 ≤
τJ ≤ T ). The defined quantity ri,j can be treated
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Fig. 8 Cross-correlation between X0 and X2

(dashed), and between X0 and X3 (dotted) (n = 3

and Ωex = 2.074)

as a measure of the synchronization rate between Xi

and Xj .
As an example, Fig. 8 illustrates the cross-

correlation functions for the pairs i = 2, j = 0 and
i = 3, j = 0 in the case shown in Fig. 6b. It must
be emphasized that the horizontal axis of the plot
represents the relative time shift, i.e., Δτ = ΔτJ/T .
When both the oscillator and the exciter move in
phase, ri,j reaches its maximum near Δτ = 0 or
Δτ = 1. For X2 and X0, the maximal value
rmax ≈ 0.045 corresponds to Δτmax ≈ 0.92, which
indicates that solution X2 is slightly shifted left
(by 0.08T ) with respect to X0. In the anti-phase
case, in turn, the maximum of ri,j should occur near
Δτ = 0.5. For X3 and X0, we obtain rmax ≈ 0.041

and Δτmax ≈ 0.43, which confirms that the ideal
anti-phase motion would be observed, ifX0 is shifted
to the left by 0.07T (Fig. 6b).

The effect of a0, α, β, and γ on time shift Δτmax

related to n = 3 members of the system is graphically
presented in Fig. 9. The analysis of ri,0 is performed
for the following ranges and steps of the parameters:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0.05 ≤ a0 ≤ 2, Δa0 = 0.01,

0.1 ≤ α ≤ 3, Δα = 0.02,

0 ≤ β ≤ 0.5, Δβ = 0.005,

0.002 ≤ γ ≤ 0.2, Δγ = 0.002.

Numerical solutions are computed sequentially
four times, i.e., one parameter is varied when the
others are held fixed at the values given in Eq. (33).
Only the less trivial, anti-phase case is investigated.
For every value of the amplitude a0 and the stiff-
ness coefficients α and β, the excitation frequency is
calculated based on Eq. (35). Generally, the phase
adjustment remains at a high level, but it can be
slightly improved by increasing a0 or β. At the same

time, larger values of the damping coefficient γ have a
negative influence on the quality of synchronous mo-
tion. The latter effect is especially evident for i > 1.
Finally, the system is almost insensitive to changes
of the stiffness α. However, a sharp fall in Δτmax at
α ≈ 1.4 suggests that the weak linear coupling is an
indispensable factor for synchronization.

Similar characteristics are obtained for n = 10.
They are depicted in Fig. 10 for the three last oscil-
lators (i = 8, 9, 10). The time shift reaches smaller
values when compared with the previous case. How-
ever, the most sudden increase in the phase adjust-
ment can be observed in the ranges of relatively low
values of a0 and β (a0 < 0.5, β < 0.1). Needless to
say, the negative effect of γ intensifies with increas-
ing n. In case of α, in turn, no rapid changes occur
in Δτmax.

It is worth mentioning that such numerical stud-
ies are also conducted for the mutual synchroniza-
tion of oscillators, i.e., cross-correlation ri,i−1 is ana-
lyzed. The phase adjustment between the neighbors
remains strong: 0.44 < Δτmax < 0.56 in the whole
ranges of a0 and β. The time shift tends to lower
values for higher damping (γ > 0.1). Nevertheless,
the decrease is considerably weaker than that in case
of ri,0.

The results may seem to provide an interesting
and simple recipe for improvement of the adjustment
rate between the oscillators and excitation. Unfortu-
nately, there is another effect of a significant increase
of parameters a0 and β: a drastic decline in the vibra-
tion amplitudes. As can be seen from Figs. 11a and
11c (p.506), the maximum cross-correlation between
X10 and X0 drops to very low values for a0 > 1 and
β > 0.2. Such behavior of rmax indicates extremely
small displacements of the last member. Naturally,
decreasing viscous damping, advantageous for the
phase adjustment, leads to a stronger response X10

(Fig. 11d). The stiffness α is the only parameter
whose growth constantly intensifies the vibrations.

For instance, the consequences of an increase in
the excitation amplitude from a0 = 0.5 to a0 = 0.8

can be seen in Fig. 12 (p.506). In comparison with
the case shown in Fig. 7b, the solutions X8, X9, and
X10 are better adjusted to X0. However, now they
are an order of magnitude smaller than before, and
in the graph they need to be scaled by a factor of
103.

It should be noted that a series of numerical
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Fig. 9 Effect of parameters a0 (a), α (b), β (c), and γ (d) on synchronous motion of the oscillators and the
excitation (n = 3): time shift for X1 (solid), X2 (dashed), and X3 (dotted)
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Fig. 10 Effect of parameters a0 (a), α (b), β (c), and γ (d) on synchronous motion of the oscillators and the
excitation (n = 10): time shift for X8 (solid), X9 (dashed), and X10 (dotted)
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Fig. 11 Effect of parameters a0 (a), α (b), β (c), and γ (d) on the maximal cross-correlation between X10 and
X0
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Fig. 12 Vibrations of the system (n = 10) for Ωex ≈
2.184 and a0 = 0.8: X0 (solid, grey), X8 × 103 (solid,
black), X9 × 103 (dashed), and X10 × 103 (dotted)

experiments do not exhibit any variation of the vi-
bration adjustment with a0, α, β, and γ in the in-
phase regime (low Ωex). Moreover, several selected
changes in the initial uniform displacement (Xi0) do
not cause any noticeable improvement of the phase
or amplitude adjustment in both the in-phase and
anti-phase cases.

As mentioned before, the studies require long-
term analysis of the system dynamics. In the case
of n = 3, it is sufficient to solve the problem for
0 ≤ τ ≤ 3 × 103. For n = 10, in turn, the
steady-state behavior is achievable within the range
0 ≤ τ ≤ 2 × 104. Obviously, cross-correlation is
an approximate tool for assessment of the phase ad-

justment rate. Some fluctuations and non-smooth
changes that arise in the graphs may be of a numer-
ical nature.

To gain a deeper insight into the effect of partic-
ular parameters on the synchronization rate, values
of Δτmax are evaluated in various parameter planes
for n = 3. The resulting filled contour plots, re-
lated to the cross-correlation between X3 and X0,
are presented in Fig. 13. For example, Fig. 13a
shows a grey scale map on the plane (α, Ωex). Each
cell is a rectangle of dimensions Δα × ΔΩex. Note
that the parameter steps may be larger than before
(e.g., Δα = 0.05). Resolution of the maps is ad-
justed based on the time range necessary for analysis
of the system evolution and computation time. The
regions filled with white, light grey, and dark grey
correspond to the in-phase vibrations of the both
oscillators, while the middle grey areas indicate the
anti-phase motion.

When it comes to the plane (α, Ωex), there are
two subregions of the in-phase state (Fig. 13a). The
first one, at low values of the excitation frequency, re-
lates to the prediction Eq. (35). Above the second re-
gion (tongue), one can observe a transition curve that
corresponds to parabola described by Eq. (35). On
the parameter plane (β, Ωex), such evident bands of
the in-phase motion can also be observed (Fig. 13b).
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Because a0 < 1, the dependence between β and the
critical values of Ωex is much weaker.

Finally, the effect of the number of oscillators
on the synchronization rate is analyzed for the anti-
phase steady-state. Results based on the analysis of
cross-correlation between Xn and X0 are shown in
Fig. 14. As can be seen, time shift Δτmax decreases
quasi-linearly with growing n. Note that the results
are obtained for even n, and thus, an acceptable
phase adjustment is reached when Δτmax > 0.75 or
Δτmax < 0.25. For the given system, such a situation
occurs for n < 14 and n > 30. The latter case
does not seem very attractive, because the vibration
amplitude of the last element declines exponentially
with increasing n.

All the numerical experiments are performed
by means of the MEBDFV solver based on the
modified extended backward differentiation formu-
las (MEBDF) developed by Cash (1983; 2003). This
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Fig. 14 Effect of the number of oscillators n on
the cross-correlation between Xn and X0: (a) time
shift Δτmax; (b) the maximal cross-correlation rmax

(Ωex = 2.074)

advanced code is an efficient tool, especially for
the dynamic simulation of nonlinear multi-body sys-
tems described by large sets of implicit differen-
tial equations (IDEs) (Mazzia and Magherini, 2003;
Fritzkowski and Kamiński, 2009).

4.2 Mechanical system with friction

Let us now report some observations on the
chain system with dry friction. Assume that the con-
tact between the oscillators and the ground is char-
acterized by a constant friction coefficient μ. Using
the classical Coulomb model, equations of motion
Eq. (6) should be enriched with the friction forces:

FFR
i = −μmig sgn(ẋi), (41)

where i = 1, 2, · · · , n. After non-dimensiona-
lization, they take the form of

fFR
i = −μ sgn(Ẋi). (42)

With an application of the averaging method, dy-
namical systems involving this type of nonlinear-
ity are analyzed (McLachlan, 1950; Hoffmann et al.,
2004). However, in the context of long-time numer-
ical integration, to eliminate burdensome difficulties
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associated with the discontinuities, a simple smooth-
ing technique is used. The friction forces Eq. (42) are
replaced with

fFR
i = −2μ

π
arctan(ηẊi), (43)

where η is an accuracy parameter. Such an approach
is applied to more sophisticated and alternate fric-
tion models (Galvanetto et al., 1995; Leine et al.,
1998; van de Vrande et al., 1999).

The smooth functions Eq. (43) with η = 102 and
η = 103 are depicted in Fig. 15. Increasing the value
of η improves the approximation but simultaneously
intensifies the steep slope at Ẋi = 0. Nevertheless,
the MEBDFV solver is capable of dealing with this
issue. In our numerical simulations, η = 105.

When considering the system with friction, the
effect naturally seems to be rather an obstacle for
synchronous motion. Apart from the visco-elastic
couplings and the excitation, friction becomes one
more factor leading towards complicated dynamics.
It is obvious that the discussed regularity of motion
can be easily disturbed, since stick-slip vibrations
can introduce disorder into the interactions between
neighbors. The relation of the excitation strength
(amplitude) to the friction coefficient becomes
crucial.

As an example, consider a system of n = 10 ele-
ments with μ = 0.05. Fig. 16 shows the displacement
range (i = 6, 8, 10)

ΔXi = Xmax
i −Xmin

i , (44)

versus amplitude a0. The results are obtained for
Eq. (33), Ωex = 0.1, and zero initial positions
(Xi0 = 0). The maximal and minimal displacements
are found within a few periods T at the steady-state
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Fig. 16 Full view (a) and clipped view (b) of the effect
of a0 on the range of displacements: ΔX6 (solid),
ΔX8 (dashed), and ΔX10 (dotted) (Ωex = 0.1)

phase of motion. The graph indicates that the os-
cillators are consecutively ‘activated’ because of an
increase in a0. The nth member starts moving lastly.
Even for such a low value of μ, it is required that
a0 > 2 to excite the whole chain, i.e., to ensure vi-
bration of all members with practically meaningful
amplitudes.

The adjustment between particular oscillators
and the excitation for a0 = 2.5 and a0 = 5 can be
assessed on the basis of Fig. 17. Understandably, in
both cases evident phase shifts occur which are not
presented in the system without friction (Fig. 7a).
However, the adjustment grows with the excitation
amplitude.

The importance of a proper selection of a0 and
μ can be also revealed by an analysis of the cross-
correlations ri,0. Consider, for instance, Δτmax and
rmax as functions of the friction coefficient. These
two characteristics corresponding to the last mem-
ber (i = 10), computed for a0 = 2.5 and Ωex = 0.1

are presented in Fig. 18. Over a narrow range
(0 < μ ≤ 0.06), the phase adjustment between X10

and X0 constantly declines with μ. For μ > 0.06 the
time shift undergoes more rapid changes, but simul-
taneously rmax drops close to 0. Thus, the vibration
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becomes negligible.
As can be concluded from the discussed exam-

ples, the interplays between particular parameters
are really complex, and their detailed analysis re-
quires extensive computational effort. Apart from
the effects discussed in the case of the system without
friction, some new factors arise: the threshold excita-
tion amplitude for generation of steady-state vibra-
tion along the entire chain, the interaction between
viscous damping and dry friction, etc. It is worth
mentioning that, according to preliminary results,
the anti-phase state seems much harder to achieve.
Even for weak friction, very fast varying excitation is
rather incapable of forcing constant vibrational mo-
tion (especially of the last member). All these issues
are not thoroughly addressed in this paper.

5 Conclusions

In this paper, a 1D chain of coupled oscillators
has been considered, including the Duffing-type non-
linearity, viscous damping, and kinematic harmonic
excitation. The equations of motion have been pre-
sented in a non-dimensional form. The approximate
equations for the vibrational amplitudes and phases
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Fig. 18 Effect of friction coefficient μ on the phase
adjustment of X10 and X0: (a) time shift; (b) the
maximal cross-correlation (a0 = 2.5, Ωex = 0.1)

have been derived using the averaging method. A
simple analysis has enabled the determination of two
synchronous regimes: the in-phase state (for low ex-
citation frequency) and the anti-phase state (for high
excitation frequency). The validity of these predic-
tions has been examined by a series of numerical
studies. The effect of the model parameters on the
rate of synchronization has been analyzed.

To sum up, the prediction related to the in-
phase regime is quite trivial, and works well for
multi-degree-of-freedom chains. Since the first natu-
ral frequency of the abbreviated (linear) system de-
creases with the number of members n, the excitation
frequency Ωex has to be considerably lowered for a
large n. Understandably, the amplitude adjustment
grows as Ωex → 0.

The other, less banal prediction of the anti-
phase motion is valid in the case of short chains
(n < 14). The phase shift between the consecutive
oscillators response and the excitation increases lin-
early with growing n. The prediction for any number
of oscillators is correct in the sense that the phase ad-
justment of the neighboring oscillators remains very
high. The synchronization rate between the system
members and the excitation can be slightly improved
by increasing the strength of the excitation and/or
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the nonlinear coupling. However, the oscillation am-
plitudes significantly drop with growing a0 and β.
Consequently, the recipe for the improvement may
lose its practical meaning due to vibration decay of
the last elements.

In the case of the system with friction, the con-
siderations become much more complicated. One of
the most important issues is to determine the mini-
mal amplitude a0 which is sufficient to generate vi-
brations of all members.

Limitations of the predictions may be caused by
various factors. First of all, the averaging method
is one of the simplest approximate analytical tools.
Usually it is applied to relatively simple weakly non-
linear systems with just a few degrees of freedom.
Secondly, there are two important issues that have
not been elaborated, but may be crucial: stability of
solutions and sensitivity of the system to initial con-
ditions. Determination of stability and instability
regions as well as basins of attraction on parameter
planes can cast a new light on the range of applica-
bility of the analytical predictions.

Obviously, there are also other problems that
have not been addressed in this work, e.g., the in-
terplay between two types of dissipation (viscous
damping and dry friction), or the relation between
the synchronous states and wave phenomena in the
corresponding continuous system. However, the pre-
sented results can serve as a good basis for more
detailed investigations.
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